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ABSTRACT

Aims. Using 2D Mg ii h&k solar prominence modelling, our aim is to understand the formation of complex line profiles and how
these are seen by the Interface Region Imaging Spectrograph (IRIS). Additionally, we see how the properties of these simulated
observations are interpreted through the use of traditional 1D prominence modelling.
Methods. We used a cylindrical non-local thermodynamic equilibrium (NLTE) 2D complete redistribution (CRD) code to generate
a set of cylindrical prominence strands, which we stacked behind each other to produce complex line profiles. Then, with the use of
the point spread functions (PSFs) of IRIS, we were able to predict how IRIS would observe these line profiles. We then used the 1D
NLTE code PROM in combination with the Cross Root Mean Square method (xRMS) to find the properties recovered by traditional
1D prominence modelling.
Results. Velocities of magnitude lower than 10 km s−1 are sufficient to produce asymmetries in the Mg ii h&k lines. However,
convolution of these with the PSFs of IRIS obscures this detail and returns standard looking single peaks. By increasing the velocities
by a factor of three, we recover asymmetric profiles even after this convolution. The properties recovered by xRMS appear adequate
at first, but the line profiles chosen to fit these profiles do not satisfactorily represent the line profiles. This is likely due to the large
line width of the simulated profiles.
Conclusions. Asymmetries can be introduced by multithread models with independent Doppler velocities. The large line width
created by these models makes it difficult for traditional 1D forward modelling to find good matches. This may also demonstrate
degeneracies in the solution recovered by single-species 1D modelling.
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1. Introduction

The modelling of solar prominences is crucial to our understand-
ing of their plasma properties and the wider solar atmosphere.
Without modelling we cannot fully understand what is happen-
ing inside a prominence from observation alone. One of the
open questions in prominence physics put forward by Schmieder
et al. (2014) is how complex line profiles are produced in so-
lar prominences. One suggestion is the existence of unresolv-
able fine structure along the line of sight. This was explored in
Gunár et al. (2022), where the authors investigated the impact
of both unresolvable fine structure and the incident radiation. In
this paper we wish to further explore this idea and demonstrate
the consequences that this has on observations and how we cur-
rently interpret prominences using 1D models. To do this we use
the 2D non-local thermodynamic equilibrium (NLTE) cylindri-
cal radiative transfer (RT) code developed over a series of seven
papers.

The code was first introduced by Gouttebroze (2004) with
a simple 1D model of a vertical cylinder suspended in the solar
atmosphere. The use of accelerated lambda iteration (ALI) meth-
ods to produce accurate and efficient numerical simulations were
investigated. Gouttebroze (2005) generalised the previously de-
veloped method to two dimensions – adding azimuthal depen-
dence with radiation from a spherical source representing the

⋆ retired

Sun. Gouttebroze (2006) introduced a ten-level (plus continuum)
hydrogen atom, replacing the basic two-level atom used in the
two previous papers developing the geometry and method. Gout-
tebroze (2007) introduced time dependencies and thermal equi-
librium such that these effects on solar prominences could be
investigated. Gouttebroze (2008) introduced 3D velocity fields
which allow us to investigate Doppler shift and Doppler bright-
ening/dimming effects. Three velocity fields were introduced,
translational, rotational, and expanding, that allow the user to
explore how these fields can affect the line profiles produced in
a prominence. Gouttebroze & Labrosse (2009) introduced a he-
lium and hydrogen system. The hydrogen atom here is a five-
level (plus continuum) atom and the new helium atom consists
of three ionisation stages with 29 levels for He i, 4 for He ii, and
1 for He iii. This helium atom is identical to the helium atom in-
troduced in Labrosse & Gouttebroze (2001). Labrosse & Rodger
(2016) investigated the use of multithread models to explore the
formation of the principal Lyman, Balmer, and helium lines in
solar prominences.

In this paper we wish to further this work with a focus on
the formation of the Mg ii h&k lines in solar prominences. These
lines are frequently observed by the Interface Region Imaging
Spectrograph (IRIS; De Pontieu et al. 2014), and thus employing
the point spread functions (PSFs) of IRIS allows us to explore
how these fine structure (or multithread) observations are seen
by the instrument, as was done by Gunár et al. (2008) for the
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Parameter Unit Value
α rad π/2
r0 km 500
r1 km 1000
T0 K 6000
T1 K 100 000
P dyn cm−2 0.1
H km 10 000
vT km s−1 5

Table 1. Parameters of the p4 model from Labrosse & Rodger (2016).
α is the rotation of the cylinder; r0 is the radius of the cylinder, which is
treated as isothermal and isobaric; r1 is the radius (including r0), which
encompasses the PCTR; T0 is the central temperature of the promi-
nence; T1 is the temperature of the prominence at the edge of the PCTR;
P is the gas pressure; and vT is the microturbulent velocity.

Solar Ultraviolet Measurements of Emitted Radiation (SUMER;
Wilhelm et al. 1995) instrument on board the Solar and Helio-
spheric Observatory (SOHO; Domingo et al. 1995).

To finish, we then use the Cross Root Mean Square proce-
dure (xRMS; Peat et al. 2021, Peat et al. in prep.) to explore
the parameters recovered by 1D forward modelling. This is done
through the use of the 1D non-local thermodynamic equilibrium
(NLTE) radiative transfer code PROM (Gouttebroze et al. 1993;
Heinzel et al. 1994). PROM models a static monolithic 1D slab
suspended above the solar surface, and is frequently used to
obtain the plasma parameters of prominence observations (e.g.
Heinzel et al. 2008; Heinzel et al. 2015; Ruan et al. 2019; Zhang
et al. 2019; Peat et al. 2021). Here we use the version described
in Levens & Labrosse (2019), which models the Mg ii h&k and
the Mg ii triplet lines in partial redistribution (PRD).

2. Modelling

In this section we briefly cover the model used in this investi-
gation. The code allows us to simulate a semi-infinite cylindri-
cal prominence suspended above the solar atmosphere with a
prominence-to-corona transition region (PCTR). However, this
PCTR is only in temperature, not pressure. Pressure is instead a
constant. As temperature gently rises, the static pressure causes
the density to drop. The temperature profile is dictated by (Gout-
tebroze 2006)

log10 T (r) =
log10 T0, if r ≤ r0

log10 T0 + (log10 T1 − log10 T0) r−r0
r1−r0
, otherwise,

(1)

where r is the radial position in the cylinder, r0 is the isother-
mal radius, r1 is the radius of the edge of the PCTR, T0 is the
isothermal temperature, and T1 is the temperature at the edge
of the PCTR. This essentially describes a temperature gradient
across the field lines, which contradicts the field aligned PCTR
described in studies such as Heinzel & Anzer (2001). However,
due to the semi-infinite nature of the cylinder, this is the only ge-
ometry in which the PCTR can be constructed. The magnesium
atom implemented has seven levels, one for Mg i, five for Mg ii,
and one for Mg iii. This atom has five allowed radiative transi-
tions; the Mg ii h&k lines and the three subordinate lines. This
atom is effectively identical to that used by Levens & Labrosse
(2019). In this paper we present the results pertaining to the
Mg ii h line; the analogous Mg ii k results are in the Appendix.

Fig. 1. Configuration of the ten threads. The ten threads are shown at
random displacements with random Doppler velocities. The threads are
numbered from the back to the front. This figure has been adapted from
Peat (2023).

Fig. 2. Effect of ten offset threads on integrated intensity along the slit.
The first panel (top left) is one thread and each subsequent panel in-
cludes one additional thread behind the first. The blue line is the to-
tal integrated intensity along the slit, and the dotted orange is the inte-
grated intensity added in this panel. The x-axis is measured relative to
the centre of the front-most (10th) thread. The units on the y-axis are
erg s−1 cm−2 sr−1. This plot originally appeared in Peat (2023).

The parameters used in this study are of the p4 model of
Gouttebroze & Labrosse (2009) and Labrosse & Rodger (2016).
Table 1 shows the parameters of this model. The inclination of
the cylinder is described by α, and is defined as the angle be-
tween the axis of rotational symmetry of the cylinder and the nor-
mal to the solar surface. This rotation is undertaken in the plane
of sky. The p4 model has an α value of π/2, resulting in hor-
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Fig. 3. Two-dimensional Mg ii h spectra. Shown are the spectra of the
ten stacked offset threads with example spectral cuts. The coloured dot-
ted lines in the left panel correspond to the coloured solid lines on the
right. This field of view of the plot has been extended to include all of
the threads, but Fig. 2 is restricted to the field of view from 9000 to
11000k m. The units of the colour bar are erg s−1 cm−2 Å−1 sr−1. This
figure originally appeared in Peat (2023).

izontally aligned threads. Multithread simulations (e.g. Gunár
et al. 2023) tend to focus on vertically aligned threads; this is
motivated by observation. However, horizontally aligned threads
are also commonly observed (e.g. Schmieder et al. 2014; Levens
et al. 2015; Vial et al. 2016; Ruan et al. 2018; Zhang et al. 2019),
and magnetohydrodynamic simulations tend to lead to the for-
mation of horizontal structures (e.g. Gunár et al. 2013; Jenkins
& Keppens 2022).

Using this p4 model, we randomly stack ten threads along
the line of sight with the option of adding random line-of-sight
velocities (see Fig. 1). Relative to the tenth thread, which itself is
at an altitude of 10,000 km, the threads are vertically displaced
by 30, 370, -860, 550, -450, 90, 1200, -400, -1190, and 0 km
from back to front. Each thread is simulated separately, and then
the radiation from each cylinder is recursively traced through
the proceeding cylinders. Mutual radiative interactions are not
accounted for here, only absorption of radiation from the pre-
ceding threads. This radiation is propagated to yield the total
emergent intensity, I, using the equation

I (λ) = I1 (λ) + I0 (λ) exp (−τ1 (λ, s)) , (2)

where I1 and τ1 are respectively the intensity from and the opti-
cal thickness of the front-most thread, which the radiation from
the preceding thread, I0, is propagating through. This can then
be generalised for ten threads,

I (λ) = I10 (λ) +
9∑

i=1

Ii (λ) exp

 10∑
j=i+1

−τ j (λ, s)


 , (3)

where Ii is the radiation from thread i, and τi is the optical thick-
ness of thread i corresponding to a path of s, the path length of a
ray through cylinder i.

2.1. Static models

Following the work done by Labrosse & Rodger (2016), we first
investigate the wavelength-integrated intensities along the slit.
Our results can be seen in Fig. 2. Compared to the figure in the
previous study, we find a quite different result. However, this
study deals with Mg ii h&k and the previous study with Ly α.
The Ly α line has considerably greater optical thickness com-
pared to Mg ii h&k, up to three orders of magnitude greater. The

Fig. 4. Similar to Fig. 3, but the threads have random Doppler velocities
applied. The units of the colour bar are erg s−1 cm−2 Å−1 sr−1.

lower optical thickness of Mg ii h&k allows more radiation from
preceding threads to contribute to the observed spectra. The op-
tical thickness of Mg ii h&k is not negligible, however, and so
most of the radiation seen comes from the front-most threads.
Figure 3 shows the full 2D spectra of the slit with samples of
the spectra at evenly spaced intervals of 250km (∼ 1/3′′at 1AU).
While there is evidence of multithread interactions in this figure,
it is not clear how many there are from either panel of this figure.
The integrated intensity along the slit gives a better indication of
the number of threads in the observation, but the number remains
unclear. It provides a better proxy than the line profiles alone,
however, which could be mistakenly identified as fewer threads
due to their relative incomplexity.

Fig. 5. Point spread functions of IRIS. Left: Spatial PSF (along the slit);
Right: Spectral PSF. The spatial PSF function has a greater extent than
that shown in the plot; the x-axis is scaled to focus on the core of the
function.

2.2. Dynamic models

The approach used in Sect. 2.1 is a very simple and ideal sce-
nario. It would be more representative of reality if the threads
had random Doppler motions. Gunár et al. (2008) proposed that
the asymmetries seen in the Lyman lines are due to low line-of-
sight velocities. Since the optical thickness of the Lyman lines
is generally much greater than Mg ii h&k, low line-of-sight ve-
locities could also be responsible for the asymmetries seen in
Mg ii h&k. More recently, Tei et al. (2020) and Gunár et al.
(2022) suggested that line-of-sight velocities play a large role
in the appearance and shape of the Mg ii h&k lines. Following
this, and using a setup similar to that for the static models, we
now add small line-of-sight velocities to investigate this effect
on Mg ii h&k. For further comparison with Labrosse & Rodger
(2016), we use the same random velocities in this work. The au-
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Fig. 6. Formation of line profile asymmetry. It demonstrates the summation of Eq. 3. These line profiles are taken from the centre of the front-most
thread. The number to the left of each set of three plots is i. Each set of three plots are elements of the values in Eq. 2 and are as follows: Ii−1 in
blue and τi(s) in dotted orange (left); Ii−1 exp (−τi(s)) in blue (center); Ii (right). The centre and right plots are added together to create the next Ii−1.
The λ subscript denotes that these are wavelength specific intensities. The units on the y-axis are 105 erg s−1 cm−2 Å−1 sr−1. The last three panels
are different, and are as follows: I10, leaving the ten threads (left); the IRIS spatial PSF, in dotted blue, where the x-axis is its value normalised
such that its peak is 1 and the y-axis is parallel to the slit and the IRIS spectral PSF, in orange, where x is the normalised wavelength and y is its
value normalised such that its peak is 1 (centre); the resulting line profile when convolved with the spatial and spectral PSFs of IRIS, and sampled
to IRIS resolution (right). This figure originally appeared in Peat (2023).

thors drew ten velocities from a uniform distribution in the range
[−10, 10] km s−1 of 7, -7, 9, -2, -7, -9, 4, -3, 4, and -7 km s−1 for
each thread. These velocities are antiparallel relative to the line
of sight due to the way the code defines its axes (see Fig. 1). Fig-
ure 4 shows the spectra obtained from this simulation. The 1D
slices show much more complex structure than in Fig. 3. While
the exact number of threads along the line of sight is still uncer-
tain, it is clear that there must be several.

3. Synthetic observation

Now that we have a more realistic configuration of threads, it is
natural to consider how they are seen by current instrumentation.
The only instrument currently capable of observing Mg ii is the
Interface Region Imaging Spectrograph (IRIS; De Pontieu et al.
2014). IRIS has routinely been used to observe prominences in

Mg ii h&k since its launch in 2013 (e.g. Heinzel et al. 2014; Zoë
Stiefel et al. 2023); there have been many papers that attempt
to infer the plasma properties from comparisons with NLTE RT
codes (e.g. Heinzel et al. 2015; Zhang et al. 2019; Ruan et al.
2019; Tei et al. 2020; Jejčič et al. 2022). IRIS has also managed
to decipher the motions of the previously enigmatic solar torna-
does (Levens 2018; Gunár et al. 2023), originally observed by
the EUV Imaging Spectrometer (EIS; Culhane et al. 2007) on
board Hinode (Kosugi et al. 2007).

To model how IRIS would observe this fine structure, we
needed to convolve our synthetic data with the point spread
function(s) (PSF) of the instrument. IRIS has two PSFs to con-
sider; the spatial PSF and the spectral PSF. The spatial PSF
was determined by Courrier et al. (2018) using the transit of
the planet Mercury, and is available through SolarSoft (SSW;
Freeland & Handy 1998). The spatial PSF assumes a resolution
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Fig. 7. Similar to Fig. 6, but for faster moving threads. This figure originally appeared in Peat (2023).

of 1/6′′(∼121 km at 1AU), while our simulations had a resolu-
tion of 0.0134′′(10 km at 1AU). Therefore, we had to resample
and renormalise the spatial PSF to match the resolution of our
simulations. This should also be done when deconvolving ob-
servations, but is currently ignored in the official SSW routine.
This resampling was done using fourth-order weighted essen-
tially non-oscillatory interpolation (WENO4; Janett et al. 2019)
as the shape of the PSF is better interpolated by this than other
interpolation schemes. The spectral PSF is stated in De Pontieu
et al. (2014) as being a Gaussian function with a full width at half
maximum (FWHM) of two pixels. In the near-ultraviolet (NUV)
filter, which observes Mg ii h&k, this translates to a FWHM of
approximately 0.1 Å, or a standard deviation of 0.042 Å. This
may seem negligible, but it does affect the width of the line. We
first convolved our simulations with the spatial PSF as this is an
artefact of the slit entrance. This is then followed by convolving
with the spectral PSF as this is due to the prism of the spec-
trograph. These convolutions were performed using the built-in
‘convolve’ function of SciPy (Virtanen et al. 2020). These PSFs
can be seen in Fig. 5.

In order to explore this open question raised by Schmieder
et al. (2014) and further investigate the implications of Gunár

et al. (2022), we present Fig. 6. This is similar to Fig. 4 pre-
sented in Gunár et al. (2008), and very clearly demonstrates the
way in which these asymmetric profiles are created. These spec-
tral slices are taken from the centre of the spectra (10 000km in
Fig. 4). Unlike Gunár et al. (2008), we do not recover striking
asymmetry like that seen with, for example, Ly β, even though
the optical thickness of Mg ii h&k is roughly two orders of mag-
nitude lower than Ly β. However, this is likely due to the sepa-
ration of the double peaks. The separation of the double peaks
of the principal Lyman lines is approximately 0.5 Å, while most
of the Mg ii h&k line profiles produced here are single peaked.
However, we do recover an interesting asymmetric line profile,
but this curious detail in the shape of the profile is completely
obfuscated by the PSFs of the instrument, ultimately resembling
a standard single-peaked Mg ii h profile. This demonstrates that
the PSF needs to be carefully considered when analysing IRIS
data.

However, more complex and/or double-peaked profiles are
routinely observed in IRIS prominence spectra (e.g. Levens et al.
2016; Jejčič et al. 2018). Additionally, prominences routinely
display line-of-sight velocities of up to 30 km s−1 (Labrosse
et al. 2010); therefore, it could be argued that an increase in

Article number, page 5 of 13



A&A proofs: manuscript no. main

Parameter Unit Value

Tcen kK 6, 8, 10, 12, 15
20, 25, 35, 40

Ttr kK 100

pcen dyne cm−2 0.01, 0.02, 0.05
0.1, 0.2, 0.5, 1

ptr dyne cm−2 0.01
Slab Width km 45 – 124 100

M g cm−2 3.7×10−8 – 5.1×10−4

H Mm 10, 30, 50
vT km s−1 5, 8, 13

vrad km s−1 0, 2, 4, 6, 8, 10, 20
40, 60, 80, 100, 150, 200

γ 0, 2, 4, 5, 10
Table 2. Model Parameters. A value of γ is only valid for PCTR models
and γ=0 is used to identify an isothermal and isobaric model; γ=0 is
mathematically meaningless. Note that not every combination of these
parameters is present in the grid of models.

the implemented line-of-sight velocities may produce the more
striking asymmetries discussed in Schmieder et al. (2014). To
attempt to produce these more striking asymmetries, we imple-
mented greater line-of-sight velocities. We increased the veloc-
ities by a factor of three, resulting in 21 km s−1, -21 km s−1,
27 km s−1, -6 km s−1, -21 km s−1, 27 km s−1, 12 km s−1, -
9 km s−1, 12 km s−1, and -21 km s−1. From this we obtained
a fascinating dip in the middle of the line profile (see Fig. 7).
This is due to the larger range of velocities where approximately
half of the threads do not meaningfully interact with one an-
other. This effect can clearly be seen in Fig. 7. However, once
again, the PSFs of the instrument smooths out this interesting
feature. Unlike the slower case, here it produces a much more
asymmetrical line profile similar to that commonly observed by
IRIS. This confirms that one mechanism to produce asymmet-
rical Mg ii h&k line profiles is the presence of fine structure
with independent large velocities. While these profiles were con-
volved with the PSFs of IRIS, no noise was included. If we
wanted to use this as if it were a real observation in Sect. 4,
noise would have to be considered. Noise would have a non-
negligible effect on the result of the deconvolution. To do this,
we used the Mg ii h&k IRIS observations of the prominence of
19 April 2018 (presented in Peat et al. 2021, Barczynski et al.
2021, and Labrosse et al. 2022). Using the first raster, we took
the mean of the signal between 2800.33 Å and 2801.91 Å of
every respective pixel. This part of the spectrum is said to be
photospheric, and so no emission should be present here when
observing off-limb. This produced approximately 6240 measure-
ments of the noise. To remove outliers, any noise level lower
than the 3rd percentile and higher than the 97th percentile were
removed. From this, we plotted a normalised histogram (see Fig.
8) from which we drew samples to create synthetic noise (see
Fig. 9). Before adding noise, the spectral window of the syn-
thetic observations were increased to 3 Å to better simulate what
is done when using xRMS on real observations. This was simply
done by padding the simulation with zeroes. The synthetic noise
was then added to the data by drawing random samples from the
distribution in Fig. 8. The middle plots of Fig. 10 show the fi-
nal modelled line profiles from Figs. 6 and 7 convolved with the
PSFs, and sampled to the spectral resolution of IRIS with noise.
An interesting observation is that the peak intensities drop by
approximately 20% after the profiles are reduced to the resolu-
tion of IRIS. However, this is to be expected, as the resampling

Fig. 8. Histogram of the mean intensities between 2800.33 Å and
2801.91 Å.

Fig. 9. Samples from the distribution in Fig. 8 (201 in total). This rep-
resents our synthetic noise.

process involves the calculation of a mean that causes the peak
intensity of functions of this shape to fall. From here on we treat
these line profiles as if they are our observations and attempt to
invert them using 1D forward modelling.

4. One-dimensional forward modelling and
inversion

These simulations carry some consequences for using 1D mod-
elling to attempt to recover the thermodynamic properties of
prominences. To demonstrate this, we treat these simulated line
profiles as if they were IRIS observations and use the xRMS
method (Peat et al. in prep.), an improved version of the rolling
root mean square (rRMS; Peat et al. 2021) method, to attempt to
recover the thermodynamic properties of these simulated obser-
vations.

We used a grid of 23 940 1D slab NLTE Mg ii h&k mod-
els from PROM (Gouttebroze et al. 1993; Heinzel et al. 1994;
Levens & Labrosse 2019). The parameters of these models can
be seen in Table 2. These models include a mixture of isothermal
and isobaric atmospheres, and those containing a prominence-to-
corona transition region (PCTR). The parameters Tcen and pcen
are the central temperature and pressure, respectively; Ttr and ptr
are the temperature and pressure at the edge of the PCTR, re-
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Fig. 10. Low- and high-velocity synthetic observations. The upper panels show the low-velocity simulations and the lower panels show the high-
velocity simulations. The left panels show the original line profiles. The middle panels show the line profiles as they would be observed by IRIS.
The right panels show the line profiles after the Richardson–Lucy deconvolution.

spectively; slab width is the width of the slab; M is the column
mass; H is the height above the solar surface; vT is the micro-
turbulent velocity; vrad is the outward radial velocity of the slab
(i.e. perpendicular to the solar surface); and γ is a dimensionless
number that dictates the extent of the PCTR. A γ value of 0 in-
dicates the model is isothermal and isobaric (i.e. Eqs. 4 and 5
do not apply). In these isothermal and isobaric models, T = Tcen
and p = pcen. For non-zero values of γ, the lower the value of γ,
the more extended the PCTR is. The PCTR here is formulated as
a function of column mass, as in Anzer & Heinzel (1999),

T (m) = Tcen + (Ttr − Tcen)
(
1 − 4

m
M

(
1 −

m
M

))γ
, (4)

p(m) = 4pc
m
M

(
1 −

m
M

)
+ ptr, (5)

for γ ≥ 2, and where pc = pcen − ptr.
With observations, the first step when preparing the data for

use with xRMS is radiometric calibration. However, the simu-
lated observations are already in units of intensity and do not
need to be calibrated.

After radiometric calibration, the data is deconvolved from
the PSFs of the instrument. This is achieved through the use of a
Richardson–Lucy deconvolution with ten iterations (Richardson
1972; Lucy 1974). This is a robust deconvolution method that is
superior to other deconvolution schemes in the presence of noise
(Fish et al. 1995). The implementation of this Richardson–Lucy

deconvolution is identical to the official SSW routine for the de-
convolution of the spatial PSF. However, before the deconvolu-
tion was performed, we resampled the spatial PSF such that it
had the same resolution as our synthetic observations (see Sect.
3). This was carried out on both the low- and high-velocity sim-
ulations. The results of these operations can be seen in Fig. 10.
The interesting features, which become smoothed out due to the
PSFs of the instrument, can be recovered to a satisfactory extent
by the Richardson–Lucy deconvolution. The loss of detail here
appears to be a consequence of the resolution of the instrument
and not of the deconvolution.

Our synthetic observations were then supplied to xRMS as
if they were data prepared from real observations. xRMS works
by taking the cross-correlation of the models and the data. When
attempting to minimise a mean square, a cross-correlation is nat-
urally produced (Elliott 1987), and therefore is also produced
when minimising a root mean square. Using a cross-correlation
offers a significant increase in computation speed over the orig-
inal method described in Peat et al. (2021). When attempting
to find the best match between line profiles and the models,
xRMS selects the model that produces the lowest sum of the
RMS between the Mg ii h&k synthetic profiles and the observed
Mg ii h&k profiles. For a model to be classified as ‘satisfactory’
the RMS sum must be lower than 15 000 (Peat et al. 2021).

For the low-velocity models, the best fit model had an RMS
of 8846.72. For the high-velocity models, the best fit model had
an RMS of 38435.93, which was classified as unsatisfactory.
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Fig. 11. One-dimensional models found by xRMS that return the lowest
RMS. The green dotted lines labelled ‘Full’ are the model profiles be-
fore downsampling and zero-padding. Both of these models are isother-
mal and isobaric. Left: Slow moving models. The parameters of the
fit are T=8 kK; p=0.1 dyn cm−2; slab width=1000 km; H=10 Mm;
vT=8 km s−1; and vrad=8 km s−1. Right: Fast moving models. The pa-
rameters of the fit are T=6 kK; p=0.5 dyn cm−2; slab width=2000 km;
H=10 Mm; vT=13 km s−1; and vrad=0 km s−1.

These results can be seen in Figure 11. Both of these best fitting
models are found to be isothermal and isobaric. This is under-
standable as the drop in density in the PCTR causes very little to
no Mg ii h&k emission in the PCTR. This implies that the emis-
sion seen is no different to that of an isothermal and isobaric
atmosphere. Additionally, this type of model is typically found
as the best match for regions containing complex line profiles
(Peat et al. 2021). The increase in microturbulent velocity found
for the faster models is due to the large line width. It was argued
in Peat et al. (2021) that large microturbulent velocities could
be used in 1D forward modelling to attempt to account for un-
resolved fine motions that contribute to an increased line width.
However, as we can see in Fig. 11, while the line width has been
accounted for, the line itself is far too complex for 1D models
to sufficiently reproduce. Meanwhile, for the slower models, the
match found is very reasonable. It correctly recovers the pres-
sure and approximate height of the individual threads. However,
the other values are incorrect. The simulated prominence has a
core temperature of 6 kK and the PCTR is 100 kK; xRMS finds
an isothermal temperature of 8 kK. However, we could instead
be running into the issue of degeneracy. It can be shown that
1D single-species forward modelling produces degenerate so-
lutions for the inferred thermodynamic properties (Ruan et al.
2019; Jejčič et al. 2022). Jejčič et al. (2022) demonstrate that the
use of multispecies diagnostics can remove these degeneracies
when using 1D models. Therefore, future studies should endeav-
our to use multiple species and attempt to match the line profiles
point-for-point. Additionally, with recent advances in comput-
ing, a Bayesian approach using methods such as diffusive nested
sampling (DNest; Brewer et al. 2011) may now be practical.

5. Conclusions

The integrated intensity along the slit of a spectrograph may give
information pertaining to the multithread nature of the plasma
that produced the spectra. This information is more readily re-
covered than just by the slit spectra alone.

Asymmetrical line profiles observed by IRIS may be a con-
sequence of the fine unresolved motions within the plasma. As
such, careful consideration must be taken when attempting to re-
cover the plasma diagnostics of these lines when using 1D mod-
els. Even though good matches can be found for some of these

spectra, it does not necessarily mean that the correct diagnostics
have been recovered. Due to a combination of the PSF and spec-
tral resolution of the instrument, some of the peculiar structure
and detail is lost. No algorithm will be able to recover this lost
information. This can further compound the above-mentioned
issue of the use of 1D models to recover the plasma diagnostics.

In future attempts to recover the plasma properties, the struc-
ture of the plasma should be carefully considered such that erro-
neous diagnostics are not recovered through 1D modelling. Us-
ing 1D models, it is difficult to obtain diagnostics for sections of
the prominence where the line-of-sight intercepts large and/or
dense sections of the prominence. The asymmetrical profiles
seen in these areas, which cannot be accurately represented by
1D models, may be due to independently moving fine structures.
When using 1D models, it is crucial to use multiple species from
coordinated observation in order to better constrain the plasma
diagnostics (Jejčič et al. 2022).

Additionally, many new models of higher dimensionality are
being created (such as Gunár & Mackay 2015; Jenkins et al.
2023) that could be used in future when attempting to recover
the plasma parameters. Perhaps in conjunction with a Bayesian
approach such as diffusive nested sampling (DNest; Brewer et al.
2011).
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Appendix A: Supplementary Mg ii k plots

Fig. A.1. Same as Fig. 2, but for Mg ii k. The units on the y-axis are
erg s−1 cm−2 sr−1. This plot originally appeared in Peat (2023).

Fig. A.2. Same as Fig. 3, but for Mg ii k. The units of the colour bar are
erg s−1 cm−2 Å−1 sr−1. This figure originally appeared in Peat (2023).

Fig. A.3. Same as Fig. 4, but for Mg ii k. The units of the colour bar are
erg s−1 cm−2 Å−1 sr−1.
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Fig. A.4. Same as Fig. 6, but for Mg ii k. The units on the y-axes are 105 erg s−1 cm−2 Å−1 sr−1. This figure originally appeared in Peat (2023).
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Fig. A.5. Same as Fig. 7, but for Mg ii k. The units on the y-axes are 105 erg s−1 cm−2 Å−1 sr−1. This figure originally appeared in Peat (2023).
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Fig. A.6. Same as Fig. 10, but for Mg ii k.

Fig. A.7. Same as Fig. 11, but for Mg ii k.
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